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Application areas I

Image Processing and Pattern Recognition

Molecular Modelling

VLSI Design (Optimization)

Speech Processing

Computational Physics / Biology / ...

Financial Modelling

Cellular Automata / Percolation (oil recovery)
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Technologies I

VLSI Systems

Field Programmable Gate Arrays

On the hardware level machines were build to support concurrency. Examples are

The Delft machine (5) (Delft Ising System Processor: DISP) that reflects in a
direct way the structure of the Monte Carlo algorithm or

The machine build by the Santa-Barbara group (6). The Santa Barbara
architecture allows to exploit the inherent parallelism of Monte Carlo Ising
simulations that result from the data structure and the condition of detailed
balance. Instead of using just one processor, one can include many more so that
one can update spins in parallel. The processor as such reflects, similar to the
Delft computer, the structure of the Monte Carlo algorithm. The Santa Barbara
machine optimizes the performance exploiting the data structure and the
algorithmic structure.
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Technologies II

252 HOOGLANDETAL. 

through K, , K,, K,, and/or K,, with the central spin). The system sizes that can be 
studied are 

N= 2k x 2’, 3 < k, I < 11 (in 2 dimensions), (2) 

N=2k~2’~2m, 2 ,< k, 1, m < 7 (in 3 dimensions). (3) 

The boundary conditions adopted in the machine are periodic, of the toroidal type 
(no helical shifts). 

The above description of the scope of the machine is not completely exhaustive. 
Instead of the terms with K,, K,, and K, in Eq. (l), other types of interactions could 
also be taken into account, such as those leading to the so-called ANNNI 
(Anisotropic Next-Nearest Neighbour Ising) models [7]. Also, instead of B a 
staggered external magnetic field B,, could be introduced. The main restriction of the 
machine is that the number of spins in the local configuration with which a given spin 
is interacting does not exceed 30. 

3. GENERAL HARDWARE STRUCTURE 

The processor is a bus-oriented system, the functional organization of which is 
depicted in Fig. 1. This diagram is a simplified representation of the actual hardware 
and it just shows what information is processed in which part of the machine. In 
terms of this diagram we will now describe how the Monte Carlo simulation takes 
place in the machine; the technical details will be discussed later. 

The heart of the machine is the spin memory, with a capacity of 2” bits, in which 
the momentary spin configuration of the Ising system is stored. At the start of the 

-s- 
INTERACTION SUMS UPDATING 

FIG. 1. The functional organisation of the Delft Monte Carlo processor for Ismg systems. 

Figure taken from: A special-purpose processor for the Monte Carlo simulation of ising spin systems, A. Hoogland, J.

Spaa, B. Selman and A. Compagner, Journal of Computational Physics Volume 51, Issue 2, August 1983, Pages

250-260
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Technologies III

254 HOOGLAND ET AL. 

Equivalent positions within different cells of the lattice will never appear in the 
same local con~guration (usually consisting of nearest and next-nearest neighbours 
only), therefore their addresses can be located on the same memory bank. The 
requirement that all spin values of the local configuration can be determined 
simultaneously can now be met if the information stored in different memory banks 
can be read in a parallel manner. The chosen cell size (i.e.. the number of separate 
memory banks) is simply the smallest integer number that is both square and cubic: 
it is also larger, as it should be, than the largest number of spins in the local 
configurations that we wish to consider. For Ising systems smaller than the maximum 
size N = 222, not all the space available on any one memory bank will be used; the 
limitation to the system sizes of Eqs. (2) and (3) guarantees that all memory banks 
will always be used, which is a simplifying feature. 

All 64 memory banks are connected with the 22-bit wide A-bus and the 3 l-bit 
wide S-bus (see Fig. 2). The A-bus carries the address of the central spin that has to 
be processed. The S-bus is used to route the spin values of the local configuration to 
the look-up table on lines that depend exclusively on the position of these spins with 
regard to the central spin. 

Of the address, 16 bits are used to select the cell in which the central spin resides. 
The other 6 bits provide the address of the central spin within that cell. These 6 bits 
are connected to identification and decoding circuitry, identical on each of the 64 
memory banks. This identification and decoding circuitry activates only those 
memory banks that contain a spin of the local configuration and routes the values of 
these spins to the selected lines of the S-bus. When the central spin has a position 

22 A-BUS 

31 S-BUS 

FIG. 2. One of the 64 identical parts of the spin memory, each with its own netghbour IdentCicatton 
and decoding section. 

Figure taken from: A special-purpose processor for the Monte Carlo simulation of ising spin systems, A. Hoogland, J.

Spaa, B. Selman and A. Compagner, Journal of Computational Physics Volume 51, Issue 2, August 1983, Pages

250-260
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Technologies IV

FIG. 2. Photograph of the Monte Carlo computer. Three larger boards on 
the left constitute the special processor described in Sec. III. 

secured by making this module programmable, and subject­
ing it to the control of a program executing on the general 
purpose CPU. It is not programmable in the same way as a 
Von Neuman machine, far from it. Some of its programma­
bility is more like that of a plug board controlled automatic 
calculator circa 1948. When the lattice size needs changing, 
or the physics problem is changed, a new set of programma­
ble read only memories (PROMs) and programmable array 
logic devices (PALS) must be made and installed. 

Before proceeding with the discussion of the processor 
hardware, it is necessary to spend some time on the organiza­
tion of data in the memory, because the design reflects the 
way in which individual I-bit spins and other pertinent 
quantities are packed into 32-bit words. 

The close-packing of spins we have selected and the la­
beling convention (choice of physical memory addresses) 
that we have used, reflect the geometric relations of the origi­
nallattice in a transparent way. The underlying idea is to 
pack a lattice of spin bits into "spin words" in such a way 
that spin words can be naturally placed on nodes of a 32 
times smaller "word lattice," and that, given 32 spins in a 
single word, any other 32 spins separated by a constant lat­
tice translation vector are again found in a single word. This 
requirement is essential for efficient finding of nearest neigh­
bors, for calculation of correlation function, etc. 

The compression of a physical lattice into a smaner 
word-lattice is done on a plane-by-plane basis for d-dimen-

1693 Rev. Scl.lnstrum., Vol. 56, No.9, September 1985 

sional (d;>2) lattices, and it is shown in Fig. 3 for a 322 lattice. 
The binary representations of the bit position within a word 
and the address of the spin word in memory are formed from 
the binary representations of the physical lattice coordina­
tions (X I,x2, ... ,xd) by this recipe: The two most significant 
bits of XI are catenated with the three most significant bits of 
X 2, with the bits from X 2 being more significant, this forms 
the five bit number of bit position; the remaining bits of Xl 

are catenated with the remaining bits of x 2 and all the other 
bits from the other dimensions, this forms the address of the 
spin word relative to the base address of the spin word array. 
The inverse of this operation should be obvious. This method 
works only if size of each linear dimension is an integer pow­
er of2. 

For a d-dimensional simple cubic lattice there are 2d 
vectors that describe the difference between the location of a 
nearest neighbor [y in (4) above] and the location of the cen­
tral site [x in Eg. (4)]. Each vector L\ has d components, 
which have value restricted 0, 1, - 1, and in anyone vector 
only one component is nonzero. Binary addition of the spin 
word address and the binary representation of L\ results in 
the address of the nearest neighbor if the carry inside the 
addition does not propagate from a field of bits representing 
one dimension into a field of bits representing another. If the 
carry were to propagate, the physical1attice would have a 
screw dislocation built in, rather than have true periodic 
boundary conditions. The hardware prevents the propaga­
tion of carry, the method is described later. 

When the nearest neighbor is across a boundary from a 
central site spin the above method does get the correct ad­
dress of the spin word, but the bits within that word are not 
in their correct places. Referring to Fig. 3, normally the up­
ward nearest neighbor of a bit 31 is also a bit 31, but when the 
central site is in the top row the nearest neighbor is a bit 3. In 
order to get them into the correct places two-dimensional 

31 ~ I 
0 • o • bu.ll 

0 • • • 

• o· o • 

0 • • 16 

0 • o 0 

0 • • • 
---~ 

41 0"'14 • • 
"._----

x.~' 0 • o I H I 1 6' i • 
I 

I) hltll X tllli 16 24 t>i13 11 

X, 

FIG. 3. Graphical representation of the spin packing algorithm. The spins of 
a 322 physical lattice that are in word 10 of the memory are marked by 
circles. Spin word addresses are labeled in small type inside the box for bit O. 
The word lattice is the same as the lattice for bit O. 

Special purpose computer 1693 
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Figure taken from: Fast special purpose computer for Monte Carlo simulations in statistical physics, J. H. Condon and

A. T. Ogielski, Rev. Sci. Instrum. 56, 1691 (1985); doi:10.1063/1.1138125 (6 pages)
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Technologies V

P [S" 1 cx::exp[ - H [S ]!kT I, so that the averages ofform 
(1) can be estimated by sample means. Since the distribution 
P {Sx 1 is not known a priori (only the Hamiltonian is), it is 
constructed as a unique stationary distribution of an appro­
priately chosen ergodic Markov process. The elementary 
transition probabilities are chosen to change one spin in a 
single time step. As long as ergodicity, and the limit distribu­
tion are not affected, the actual sequence of individual spin 
transitions is not relevant. We use the "heat bath" variant 
where successive spin configurations are obtained by setting 
each spin Sx to value + 1 ("up") with probability 

p(Sx = + 1) =/x/(/x+e-Ix), (3) 

where the local field,/x, is 

Ix = _1 ('i/XySy + hx). 
kT y 

(4) 

The entire algorithm therefore breaks into two distinct parts: 
(a) Recurrent loop over all lattice sites updating the spins 
according to Eq. (3) and producing a sequence of spin config­
urations; (b) Calculations of average physical quantities over 
a sequence of spin configurations. Part (a) of the algorithm 
does not differ appreciably for different physical systems, 
and takes the lion's share of computer time for slowly relax­
ing systems. It is, therefore, ideally suited for hardware im­
plementation. In contrast, one needs a lot of flexibility in 
part (b), and moreover it is generally impossible to predict 
what physical quantities one would analyze in future, so one 
would like to leave the calculation of averages to programs 
written in a high level language. 

II. ARCHITECTURAL CONSIDERATIONS 

A convenient architectural solution balancing these re­
quirements is a bus oriented system, with a dedicated, very 
fast Monte Carlo updating processor and a general purpose 
computer (CPU) sharing a common memory. The local na­
ture of interactions in problems of interest allows one to per­
form many single-spin updates in parallel, therefore it is ad­
vantageous to use a bus allowing transfers of wide words, 
containing many close-packed spins. Different speeds of the 
Monte Carlo processor and of the CPU suggest a fast, asyn­
chronous bus. 

We have chosen the VME bus, which allows 32 bit data 
transfers, and has separate address lines. The choice of a 
commercially available bus leads to a significant reduction of 
construction time and cost, permitting the use of off the shelf 
VME modules and custom designed hardware. The physics 
problem requires a large amount of memory for storage of 
information describing large lattices and the results of inter­
mediate physical calculations. Currently manufactured 
VME DRAM memory modules offer up to 2 Mbytes per 
card, typically with a 12O-ns read access time and 24O-ns 
cycle time. Although the dedicated processor could work 
with faster memories, it is worth stressing that in order to 
gain a moderate increase in processing speed possible with 
custom designed memory cards, a substantial amount of 
time would have to be spent on their design and construc­
tion. Such delay of the availability of the machine for re-

1692 Rev. Sci.lnstrum., Vol. 56, No.9, September 1985 

search would have reduced any possible gain from process­
ing speed. 

A block diagram of the entire system is shown in Fig. 1. 
The special computer, housed in a 20 slot VME card cage, 
consists of two processing units: the fast dedicated Monte 
Carlo processor and a general purpose CPU, the memory, 
and the system controller (bus arbiter). A photograph of the 
machine is in Fig. 2. 

The dedicated Monte Carlo processor is essentially a 
"hardwired subroutine," and its operation and design will 
become transparent later when the algorithm it executes and 
the database are explained. Its major tasks are: to fetch from 
the memory information about local environment of each 
spin, find the probability [Eq. (3)], generate a random num­
ber S, and set the spin to a value 1 (up) if P (Sx = + 1) > S, 
and to a value of 0 (down) otherwise. The following major 
parameters are software or firmware programmable: lattice 
dimension and size, temperature, type and distribution of 
quenched disorder (random bonds, fields, etc.), sequence of 
spin updating, and number of "sweeps" through the lattice. 
The updating operation is performed virtually simulta­
neously for 32 spins in one work cycle. 

Communication, evaluation of physical averages [of 
form Eq. (1)], and control of the Monte Carlo processor are 
handled by a commerical, single-board CPU with a Motor­
ola 68000 microprocessor and two serial ports. The avail­
ability of a good software base dominated our choice of 
CPU. We had available a completely debugged C-Ianguage 
cross compiler for the Motorola 68000, an error checking 
data transfer protocol and a down-line program loading 
module that were made for the Blit project.4 

The system controller is part of the VME bus specifica­
tion, it arbitrates request to use the bus. The CPU has higher 
priority than the Monte Carlo processor. The console, a sim­
ple terminal, aUows the operator to communicate with the 
host machine and with the CPU, and to monitor the oper­
ation of the special computer. The host machine is used to 
edit, compile, and down load the programs running on the 
special computer, and to receive small amounts of processed 
final data for permanent storage. 

iii. MEMORY LAYOUT AND MONTE CARLO 
PROCESSOR HARDWARE 

The dedicated Monte Carlo module has been designed 
with two major objectives: (1) speed and (2) sufficientjlexibil­
ity. The required processing speed has been achieved by utili­
zation of parallel and pipelined computations, and by the 
choice offast TTL technology. Necessary liexibility has been 

FIG. I. Architecture of the special purpose computer for Monte Carlo simu­
lations. 
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Figure taken from: Fast special purpose computer for Monte Carlo simulations in statistical physics, J. H. Condon and
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Technologies VI

from Shift 
Registers 

Output 
~uffer 
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FIG. 6. Block diagram of the spin updating pipeline. The data from the serial 
input buffer registers are shifted into the decoder; the new updated spins 
accumulated in the parallel output buffer are written back to the memory. 

loaded and the next machine has stopped because the serial 
registers are empty, the data is parallel loaded into the serial 
registers, the pro gam counter is reset, and the next central 
site is processed until the lattice sweep is completed. 

Figure 6 shows the flow diagram of the pipelined updat­
ing unit. Here 32-bit words are unpacked, and individual 
spins are updated serially. At each clock cycle single bits 
shifted serially from the input buffers must describe the local 
environment (neighbors, and random bonds, site-vacancy 
data bits, or random field) of the single spin which is to be 
updated. These are synchronous circuits, designed with 
components permitting the 25-MHz clock rate. 

Because we are always dealing with discrete systems, 
with a finite number of possible local states [i.e., values of 
local field (4)], the Boltzmann probabilities in Eq. (3) can be 
stored in a look-up table, and do not have be computed for 
each update individually. This table is made from 25 ns. 
RAM chips which can be accessed from the CPU, so that it 
may change the temperature of the bath. The probabilities, 
and the random numbers are handled in a 32-bit fixed point 
format. 

Since the expression in Eq. (3) is symmetric under per­
mutation of individual spins (and their bonds), the informa­
tion about the local environment of each spin to be updated 
can be compressed to 8 bits. This coding oflocal spin config­
urations is necessary to keep the size of the fast look-up table 
RAMs within reason. The RAM address coding unit has 
been implemented as two stages of the updating pipeline us­
ing fast PALs. Consider again the example of a 643 lattice 
with random field and dilute site. There are 14 bits of envi­
ronment at the shift register output, six of nearest neighbor 
spin, six of nearest neighbor vacancy data, and two of ran­
dom field. The coder would be programmed to provide the 
number of nonvacant up spin sites (3 bits), the number of 
nonvacant down spin sites (3 bits), and the two bits of ran­
dom field would be passed through. 

The random number generator (RNG), hardwired on 
the processor card, is also interfaced to the bus, so that it can 
be initialized with chosen seeds, and also can be used as a fast 
source of random numbers for possible used by other units 
on the bus. After a review of aU aspects of known algorithms 
of random number generation-where both the quality of 
the generator (Le., its performance in statistical tests) and the 
hardware requirements were taken into consideration-we 
decided that we would use the "extended Fibonacci se-

1695 Rev. Sci.lnstrum., Vol. 56, No.9, September 1985 

quence," extensively tested by O. Marsaglia," and given by 
the recursion relation 

Xn = Xn _ 5 + Xn _ 17 (mod 232
). 

The number read from the RAM is compared to a ran­
dom number in the next stage, and a new value of spin for the 
central site is obtained. These spin bits are put into the out­
put shift register. Finally, when all 32 spins forming a word 
have been updated, they are transferred from a shift register 
to the parallel output buffer register. The central-site address 
for this word has also been synchronously passed along an­
other parallel pipeline. The write to memory operation is 
performed. The controller gives preference to the write oper­
ation over the reads so that the whole pipe does not become 
constipated. 

On power up the special hardware resets itself. There is a 
one word command and status register through which the 
CPU can start, stop, and reset the Monte Carlo processor. 

IV. OPERATING SOFTWARE 

The complete set of programs needed to operate the sys­
tem consists of (1) programs for the CPU, stored in the 
EPROM's on the CPU board (2) programs downloaded to 
the system, and executing on the CPU there (3) a program 
executing on the host UNIX machine. 

On power up the 68000 starts executing code from a 
read only memory on the processor card. This code simply 
transfers characters between the console and the host UNIX 
machine. The operator logs into the host and starts a process 
there that sends an escape sequence back to the 68000 that 
causes it to start loading object code that was compiled on 
the host. Upon successful loading, control is transferred to 
that code. 

Even during the hardware debugging phase of this pro­
ject this method was used, test programs were written on the 
host using its editor and the console, compilation and load­
ing were fast, so that the flexibility needed during debugging 
did not come with long waits. 

The program that is used during simulations does two 
things; it connects the console to the host, and it interprets 
commands from the host. The operator at the console starts 
a process on the host that controls the 68000 through a sman 
interpretive language. New features may be added to that 
language by changing the source code on the host recompil­
ing and down loading. Thus the operator controls a process 
on the host which controls the 68000 which controls the 
special hardware. 

In the event that the host crashes during a run, the oper­
ator logs into the host again and restarts the process on the 
host. The spin configuration and accumulated partial results 
are not lost. 

In practice, the 68000 program that controls the Monte 
Carlo processor executes aWAIT instruction shortly after 
starting that processor. The 68000 wi11 stop fetching instruc­
tions thereby freeing the VME bus entirely for the Monte 
Carlo processor. The 68000 starts again when an interrupt 
occurs, that may come from the host's serial port, the con­
sole or the Monte Carlo processor. 
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168 A. Cruz et al. / Computer Physics Communications 133 (2001) 165–176

Fig. 1. Schematic view of the fulld = 3 machine.

Every clock cycle, the random number generator de-
vice included in each board provides a pseudo-random
number which is shared for the update of the eight lat-
tices, so thereplicas(systems with the same couplings
Jij ) must be simulated in different boards. We can then
think of each pair of boards as a unit, allowing us to
simulate eight pairs ofreplicas(corresponding to eight
realizations of disorderJij ). Periodically, the configu-
rations are read and the relevant measurements carried
out and stored.

Parallel tempering requires the simulation of pairs
of replicaswith the same couplings at different values
of β . With 12 boards we could then simulatereplicas
corresponding to eight sets of couplings at 6 values of
β at once. Parallel tempering requires more tempera-
ture levels, so each time the configuration is read the
β is changed (the corresponding probability table is
loaded), and the configuration to be updated is loaded
onto the board (in the meantime it was stored in the
HC). Different temperatures are then sequentially sim-
ulated.

The HC controls this mechanism, and is responsible
for deciding whether the configurations being simu-
lated at adjacent temperatures are interchanged. Given
the configurationsX at temperatureβ andX′ at tem-
peratureβ ′, we compute

1= (β ′ − β)(E(X)−E(X′)) (5)

and use a Metropolis like test: if1< 0 we accept the
change, otherwise we swap the configurations with
probability exp(−1).

By processing 8 spins in parallel on 12 modules
(96 spins in total) within one clock cycle (clock
period of 48 MHz), we obtain an update speed of
217 ps/spin. The time spent reading, writing and
processing (Measurement and Parallel Tempering)
the configurations is around 4% of the computation
time in the smallest simulable lattice (L = 20), and
decreases steeply with size (it is less than 1% of the
total time forL= 30).

Let us describe the main characteristics of a SUE
board. Devices used are listed in Table 1, apart
from passive components (resistors, diodes, capaci-
tors, leds, etc.). The main electronic devices are the
Altera 10K CPLDs [18].

Table 1
Active components in SUE

Qty Type Component Manufacturer

5 CPLD FLEX 10K30 ALTERA

1 CPLD FLEX 10K50 ALTERA

2 PLD EPM 7032-10 ALTERA

1 PLD EPM 7032-7 ALTERA

26 SRAM CY7C1031 CYPRESS

11 LATCH CY162841 CYPRESS

6 PLL CY2308-4 CYPRESS

1 OSCILLATOR SG615P SEIKO EPSON

Figure taken from: SUE: A special purpose computer for spin glass models, A. Cruz, J. Pech, A. Tarancon, P. Tellezc,

C.L. Ulloda, C. Ungil, Computer Physics Communications 133 (2001)
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Fig. 2. SUE board.

Figure taken from: SUE: A special purpose computer for spin glass models, A. Cruz, J. Pech, A. Tarancon, P. Tellezc,

C.L. Ulloda, C. Ungil, Computer Physics Communications 133 (2001)
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Table 2
Simulable lattice sizes

l = 5 l = 6 l = 7 l = 8 l = 9

20 24 28

30 32

36 36

40 42

48 48

50 54

56

60 60 64

70 72

72

blocks must be read to update one, implying that, if
an updated spin every clock cycle is wanted, the block
length has to be at least five (see Section 3.3 below).

Each spin memory device of 18 bit words stores two
lattices, so 9 bits are available for each lattice. Each
block can contain from 5 to 9 spins, and the maximum
lattice sizeL∼ (l × 64 K)1/3 that can be stored is 68,
73, 77, 80 or 84, depending on the selected block size.
This limitation, together with the one we found from
the coupling memory and the fact that the number of
blocks must be even, yields the range of simulable
sizes shown in Table 2.

The spin memories are arranged in the following
way: Each 9-bit word containsl consecutive spins
(56 l 6 9), consecutive (alongx-axis) lattice blocks
being stored in consecutive memory addresses. The
V/l words are not read consecutively, but following
a pattern that makes the block to be updated and its
neighboring blocks available to the UPDATE compo-
nent, as explained in the next subsection.

On the other hand, the coupling memories store in
thenth 6-bit word the couplings of thenth spin with its
six neighbors, and is read sequentially as theV spins
are updated.

3.3. Pipelined updating

In this subsection we describe the logic programmed
in every UPDATE device. We consider the case in
which the demon algorithm is used with a block length
l = 5 (see Fig. 3). In this case, the algorithm runs over
a state machine with ten states. In each of those states a
block is read from bank Q, which is in reading mode,
and stored in one of the internal registers A...J. Let
us suppose we have already been in states 0...4, and
some registers are already loaded: A (z− neighboring
block), B (y− neighboring block), C (block to be up-
dated), D (y+ neighboring block) and E (z+ neighbor-
ing block).

In state 5, we send for update the first spin in the
block stored in C. Thex+ neighbor is in the same

Fig. 3. Demon algorithm pipeline implemented in the UPDATE devices.

Figure taken from: SUE: A special purpose computer for spin glass models, A. Cruz, J. Pech, A. Tarancon, P. Tellezc,

C.L. Ulloda, C. Ungil, Computer Physics Communications 133 (2001)
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Figure 1: Procedure for updating the population in GA-DS method. 

 

from the current population. Randomly selected three 
parameters are exchanged between a pair of parents. As a result 
the intermediate population composed of Np+2Nm members is 
created. In the mutation process randomly selected three 
parameters of the randomly selected Nx members from the 
intermediate population are replaced by a random number. The 
Np−Nx members of the rest of the intermediate populations are 
selected and survive according to their reliability factor R1, that 
indicates the level of the difference between the calculated and 
measured diffraction data (see subsection 2-2 for details). The 
selected Np−Nx members and mutated Nx members compose the 
next (N+1 th) population to used in the mating process. This 
cycle is repeated until a satisfactory small value of R1 is 
achieved.  

In the present work we adopted Np of 1,044, Nm of 522, and 
Nx of 522 for the large protein, Carbamoyl- Phosphate 
Synthetase. The number of generations was about 100. 

 

2-2 Reliability factor, R1 

The reliability factor indicates the level of the difference 
between the calculated and measured diffraction data. It is 
calculated as 
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where Nw is the number of the experimental Bragg reflections, 
Fo(h) is the observed structure factor and Fc(h) is the calculated 
structure factor. Here |Fc(h)| is calculated by the following 
equation 
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Figure taken from: A 281 Tflops Calculation for X-ray Protein Structure Analysis with Special-Purpose Computers

MDGRAPE-3, SC07 November 10-16, 2007, Reno, Nevada, USA (c) 2007 ACM 978-1-59593-764-3/07/0011
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Technologies XI

Figure 2: Block diagram (left) and photograph (right) of MDGRAPE-3 system used in the present work. It is composed of a host computer 
MDGRAPE-3 system. The host computer is a 174 dual-core CPU cluster of Intel Xeon processors. MDGRAPE-3 system consists of 348 
boards with 12 MDGRAPE-3 chips and its peak performance is 302 Tflops. 

  
where N is the number of atoms, rj is the position,  fj (h) is the 
atomic scattering factor of the j-th atom and  exp(-Bj /4dh

2) is 
the thermal displacement factor. In this work, we assumed that 
fbjh is replaced by a look up table, and the equation (2) can be 
accelerated by MDGRAPE-3, as described in section 3. 

 

2-3. Parameter set-up and initial model 

We adopted Carbamoyl-Phosphate Synthetase as model cases 
to demonstrate the usefulness of GA-DS method. The structure 
models and diffraction data deposited in PDB are used in this 
study [PDB code 1kee]. The number of the Bragg reflections Nw 
and atoms N used were 941,725 and 373,936, respectively.  

The initial model of the molecular structure in GA-DS 
calculations is prepared as follows. Six parameters are necessary 
to express the 3-D molecular structure in a crystallographic unit 
cell, which are three position coordinates of the mass of gravity 
of the molecule (x, y, z), and three orientation angles (θ, φ, ψ). 
These six parameters are randomly chosen in the initial models. 
The position of each atom inside the molecule is fixed to the 
determined structure [PDB code 1kee].  

 

3. MDGRAPE-3 and system 

MDGRAPE-3 [16, 17, 18] was used for GA-DS method 
since they are capable of accelerating DFT enormously. This 
system was originally developed for the molecular dynamics 
(MD) simulations not for GA-DS method. In the MD simulation 

with the Ewald method [19], MDGRAPE-3 calculates the 
pair-wise interactions in the real-space part and the 
wavenumber-space part. In the wavenumber-space part DFT and 
inverse DFT (IDFT) are performed.   

The implementation of both functions into the same pipeline 
is realized as follows. MDGRAPE-3 pipeline calculates 
(Coulomb) potentials between atoms as 

( )∑
=

=
N

j
ijji rGq

1

2 αφ , (4) 

where rij
2 is the square distance between atoms i and j, qj is the 

charge of atom j, and G is an arbitrary smoothing function. If qj 
depends i, qj  is replaced by 32 times 32 look up table indexed 
by group of i and j. In the Ewald (DFT) mode it calculates an 
inner product of the position and wavenumber vectors instead of 
the square distance. To avoid the round-off errors the calculation 
of the inner product is performed in the fixed precision format 
and the integral part of the inner product is ignored. When the 
function g is set to sin(2πx) or cos(2πx) and α is set to one, DFT 
calculation is performed by the pipeline. Thus, with a little 
addition to the hardware DFT can also be evaluated by the same 
pipeline for the force or potential calculations in molecular 
dynamics simulations. 

The hardware setup used in the present work is shown in 
Figure 2. The system is composed of a host computer and 
special-purpose computers. The system contains 348 
MDGRAPE-3 boards each with 12 MDGRAPE-3 chips (Figure 
3), and in total it has 4176 MDGRAPE-3 chips. The 
MDGRAPE-3 chip has 20 pipelines for the force calculation that  

Figure taken from: A 281 Tflops Calculation for X-ray Protein Structure Analysis with Special-Purpose Computers

MDGRAPE-3, SC07 November 10-16, 2007, Reno, Nevada, USA (c) 2007 ACM 978-1-59593-764-3/07/0011
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Technologies XII

Fig. 6. Photography of the 64-bit data processing unit board (except Ml), a ten layer printed 

circuit board of size 41 cm x 32 cm implementing the 8 Weitek’s components (144-pin 

PGA). 

triggered by a microcode bit, by the detection of a maskable 

Weitek’s error (e.g. overflow and underflow) or at any time 

by the host computer. The “frozen mode” is an original feature 

which is important for checking and program debugging (with 

the sequential start-up facilities, a step by step execution of 

programs is possible). 

The host computer is the ISADORA built at Saclay from 

VME standard boards based on a Motorola 68000 

microprocessor with 2M byte memory, a double port 

VME-VMX 1M byte memory (to allow fast DMA between the 

host and the processor), one floppy and two hard Winchester 

disks to periodically save results and store microcode and 

interface control programs. This host is connected to the 

netlink “TRANSPAC” allowing its full remote control. 

Assembling. Six multi-layer printed circuit boards have 

been realized, all of them including ground and Vcc planes. 

Each of the 620 integrated circuits is decoupled by a capacitor 

and plugged into a socket. Five boards of size 41 cm x 32 cm 

are inserted into the processor rack : an interface (4 layers), 

the random bit generator (6 layers), the memory Ml (6 

layers), the sequencing unit and address generators (8 

layers), and the 64-bit data processing unit (10 layers), see 

Fig. 6. The sixth board is the other interface (8 layers) 

63 

Figure taken from: Jean-Marie Normand, PERCOLA : A Special Purpose Programmable 64-Bit Floating-Point

Processor, Proceeding, ICS 88 Proceedings of the 2nd international conference on Supercomputing ACM New

York, NY, USA 1988
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GPU I

Figure taken from: http://en.wikipedia.org/wiki/Graphics_processing_unit

Graphics cards are optimized for floating point arithmetic
General Purpose Programming on a GPU

Use CUDA/OpenCL
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GPU II

OpenCL is an open standard supported by all modern graphics card
manufacturers that allows access to the graphics cards computing abilities.

CUDA is a set of extensions on top of OpenCL specific to nVidia graphics cards
Improvements

• Efficient use of memory (1 bit per spin)

• Use of multiple GPUs

Figure taken from: The 2D Ising Model on GPU Clusters, Benjamin Block, University of Mainz, Institute for

Physics
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From Vector to Multi-Processor Machines I

Figure taken from: http://en.wikipedia.org/wiki/Cray-1
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Transputer

Figure taken from: http://en.wikipedia.org/wiki/Transputer
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Transputer

        
        SEQ  i = 0  FOR  nop
          SEQ
            pass.x[i] := x[i]
            pass.y[i] := y[i]
            pass.z[i] := z[i]
         
        --
        -- calculate forces on the particles within the processor
        --
        SEQ  packet = 0  FOR  MaxPackets
          SEQ
            -- send and receive the next packet
            SEQ  i = 0  FOR  nop
              PAR
                ToRight  ! pass.x[i];pass.y[i];pass.z[i]
                FromLeft ? got.x[i] ; got.y[i]; got.z[i]
         
            SEQ  i = 0  FOR nop
              SEQ j = 0  FOR nop
                SEQ
                  xd := x[i] - got.x[j]
                  yd := y[i] - got.y[j]
                  zd := z[i] - got.z[j]
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Tianhe-1A

Figure taken from: http://supercom.org/tag/supercomputer-tianhe-1a/
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The APE machine
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Figure taken from: The apeNEXT project, Nuclear Physics B - Proceedings Supplements Volume 140, March 2005,

Pages 176-182 LATTICE 2004 - Proceedings of the XXIInd International Symposium on Lattice Field Theory

22 / 26



FU.,8e/0!�43!Uvwq�*,1f.5136B+-�»]o47*217!m@»6-8®47��!Kq"13!P��t·!P43Ff�\��E"!GE"!
.58�@e47�"!G8:D Ú 6u43��TU!G17*�+\.�43!U8�FU�,D�vw*��,!G@®6-8�47*x43�"!
17!Gn5�
6-]o47!G1]4�+-!,= � �"6\]p.5+-+B* Ú ]>43�"!K*��2!U13+-.,q�*5t<8"!U4 Ú *21^��.,8�@
.5136u43�"vw!P436-F
*,q�!U1f.�436B*28�]�.58�@:D:*,8"+-�e6-8�43�"!xFU.2]o!h47��.54
.ä8"!G!G@A!m@�@".�4f. Ú *,1f@ 6-]»8"*54»�,!P4®.���.56-+-.,/"+B!e6-8�43�"!
@".�4f._��E"!GE"!,D�47��!}q"13*AFP!G]3]7*,1 Ú 6-+B+ Ú .56B4	E"8�476-+�@".�4f.K.513!
17!m.,@A�2=
#p8 .5q�!GJ%&��%� /�*2.51f@ �"*,E�]7!G] �6# 8"*A@A!G]�!m.,Ff�

�"*,E0]o!m@ Ú 6u43� 6u4f]�+-*AFU.,+Kvw!Uvw*,13� 6-8�. q"6-n,n2����/�.2F��
vw*I@"E"+B!2= gl!G17�ä+-6B4o47+-!�!UÝ�4313.±]7q�.513!®+B*2n,6\Fà6-]x8�!U!G@"!G@
6B8�47�"!h/0*�.51f@�= ��# /�*2.,13@"]}.513!K�"*,E0]o!m@®6B8�.�FU13.547!K6-8
Ú �"6\Ff�±.à/�.2F��Iq"+-.,8"!w]oE"q�q0*21o4f]|47�"!x13!Uvw*543!xFP*,vwvhEA�
8"6\FU.�436B*28�]p6-8e4 Ú *�*5t<43�"!K43�"17!G!Z@A6-vw!U8�]76B*28�]|.58�@à43�"!
@A!U+-6-�,!U13�Ü*5t|.5+-+ FU*,8�4713*,+ ]76Bn28�.5+\]U=ä� ��6B1f@å@A6-vw!U8�]76-*,8
FP*2v
vhE"8"6\FU.5476-*,8�]'n,*��I6-.|t·13*,8�4'q0.58"!G+�6-8243!U17��FU13.547!SFU.5�
/"+-!G]G=>J}*I@"!G]S43*,q�*,+-*,n2��13.,8"n,!m]>47�"!G8®t·17*2v Ù ,e�`,��
*5tO.w]o6-8"n2+B!�/�*2.,13@�47* Ù , Ø , Ø *5tl.x]o6-8"n,+-!�FP1f.�43!%43*
� Ø ,Ba ! , Ø , Ø *,tS+-.,17n2!�vx.,Ff�"6-8"!G] Ú �"!U13!�@A*2E"/"+-!
FP1f.�43!G]S.513!�]�4f.,F��2!G@�6-8à47�"!�ÝI��@A6-17!mF¤476-*,8`=

TX

LU INT LUT FPU

Register File
512 x 64 bit

Program and Data Memory  (DDR−SDRAM 256 M ... 1 G)

Microcode

AGU

Disp.

Switch
Queues RX

Instr.
Buffer

Decompr.

DMA

PC MC

b c d ef gh gf ih i
h jf j

b c d ef gh gf ih i
h jf j

0 1 2

4

5

PMA

64

128

128

64

3

k c l m k

64

128

128

128128 128 128

;�6Bn2E"17!®�"=±?>+B*AF��Ü@A6\.5n213.,v *,tp47�"!®.5q�!GJ%&��|� q"17*,�
FP!m]7]7*,1m=

n:Ç@D"ÏOÊoEeÎGF»ÈHpGÒrq�Õ�s_D"ÑmÊ
#}]�.,+B13!G.2@A� ]o43.547!m@�Dh.�+\.513n,!Ü!3A�*21o4���.,]�.5+ Ú .��A]

/0!G!U8 @A!U�2*543!G@�Dl6-8ä43�"!à#%$'&âFP*,+-+\.5/�*,1f.�476-*,8`D`43*�43�"!
@A!U�2!U+-*,q"vw!G824à*5tZ]7*5t 4 Ú .513!e47*I*2+-]à]o*ä47��.54»43�"!ÌFU*A@I�
6B8�n�*5tO]3FP6-!U8�476t40F�q�17*2/"+B!Gvx]}FP*2E"+\@®/0!
.,]}]76-v
q�+B!Z.,8�@
]ovw*I*543�Ü.,]�q�*2]3]o6-/"+-!wt·*,1�47��!xE�]o!G1G=�� ��!�#}$'&W]7*5t 47�
Ú .,17! n,13*,E"q ��.2]å@A!G�,!U+-*,q�!G@:Dà]76B80FP!�43�"! #%$'& �6�$�

u v w x y z

{ | } ~ � �

� � � � � � � � � �

� �

� �

� � �

� � � �

� �

� �

� � �

� � � �

  ¡ ¢

£ £ ¤ ¥ ¦ § ¦
¨ ©
ª«
¬­ ®

;�6-n,E"13! Ù =O� �"!�.,q0!mJ}&��|� .,13Ff��6u43!GF¤43E"13! z =

q�17*,Ö�!GF¤4mD".w;�j|N<�SNp#}Jp��+-6��,!�+-.,8"n,E0.5n,!2DA�R#}jhDA/�.2]o!m@
*28Ü.e@A�I8�.5vw6\FU.5+'n,1f.5vwvx.51m=�� �"!xq�*2]3]o6-/"6-+B6B4���*,t .,8
!m.,]7�e@A!:4�8�6u436B*28�*5tO*2/AÖ�!GFP43]|.58�@e*2q0!G13.547*21p*��,!G17+-*2.2@I�
6-8"n���.,]Ìvx.,@"!¬��#}j .)�2!U13��6-vwq0*21o4f.58�4Ì47*I*,+
t·*,1
43�"!�@A!U�2!U+-*,q"vw!G824>*5tR_<Û�(>M q�17*2n,1f.5vx]l43��.�4 17!G+B�w*28
FU*,vwq"+-!PÝ�@".�4f.Ü]�4317E0F¤47E�17!m]\�s]7q"6B8�*,1mDSa"~}�Üvx.�43176\FP!m]UD
t·!G17vw6-*,8±q"13*,q�.,n2.547*,1f]p!U43F,= ! =�# �,!G17�e+\.513n,!
8IE"vZ/�!U1
*,tK]o*2E"13FU!�FP*A@A!e+-6B8�!G]��0.��,!®/0!G!U8 Ú 136B4o47!G8 6B8)��#}j
/I� ��.5136B*2E�]w!UE"13*,q�!G.,8 n,13*,E"q�] Ú ��*Ü��.��,!®/�!U!U8�E0]��
6-8"ne#}$	& vx.2Ff�"6B8�!G]G=Z? .,F�� Ú .,13@eFU*,vwq�.5476-/"6B+-6B4�����.,]
/�!U!G8±!U8�]7E"13!G@et·*21�.5q�!GJ}&/�%��E�]o!G13]G=Zgl!G17�e+-6B4o47+-!x*,1
8�*%Ff��.,8"n,!m]:6-8�47�"!>]o*2E"1fFP!'FU*I@"!	.580@K.S13!GFP*2vwq"6B+\.�436B*28
Ú 6-+-+2/�!'8"!G!G@A!m@|47*%17E"8�!UÝA6-]o476-8"n}��#}jåq"17*2n,1f.5vx]G=:;"*,1
. Ú 6-@A!G1ZE�]3.5n2!�.�(âFP*2vwq"6B+-!U1h��.,]Z/0!G!U8å@"!U�,!G+B*2q0!m@
t·*21K.5q�!GJ%&��%��D`/�.,]7!G@�*5t>47�"!wq"E"/�+B6\Fx@A*,vx.,6B8[�5+\FUF��
FU*,vwq"6-+B!G1�Þ % ß'Ú 6B47�Ì47��!Y� t·! Ú ! 8"!GFU!G]3]7.,17��!UÝI47!U80]o6-*,8�]
8�!U!G@"!G@ht·*,1'.|q�.,13.,+B+-!U+".,13Ff��6u43!GF¤43E"13!,=R;�6-n,E"13! # ]o�"* Ú ]

The APE Collaboration / Nuclear Physics B (Proc. Suppl.) 140 (2005) 176–182 179

Figure taken from: The apeNEXT project, Nuclear Physics B - Proceedings Supplements Volume 140, March 2005,

Pages 176-182 LATTICE 2004 - Proceedings of the XXIInd International Symposium on Lattice Field Theory

23 / 26



FU.,8e/0!�43!Uvwq�*,1f.5136B+-�»]o47*217!m@»6-8®47��!Kq"13!P��t·!P43Ff�\��E"!GE"!
.58�@e47�"!G8:D Ú 6u43��TU!G17*�+\.�43!U8�FU�,D�vw*��,!G@®6-8�47*x43�"!
17!Gn5�
6-]o47!G1]4�+-!,= � �"6\]p.5+-+B* Ú ]>43�"!K*��2!U13+-.,q�*5t<8"!U4 Ú *21^��.,8�@
.5136u43�"vw!P436-F
*,q�!U1f.�436B*28�]�.58�@:D:*,8"+-�e6-8�43�"!xFU.2]o!h47��.54
.ä8"!G!G@A!m@�@".�4f. Ú *,1f@ 6-]»8"*54»�,!P4®.���.56-+-.,/"+B!e6-8�43�"!
@".�4f._��E"!GE"!,D�47��!}q"13*AFP!G]3]7*,1 Ú 6-+B+ Ú .56B4	E"8�476-+�@".�4f.K.513!
17!m.,@A�2=
#p8 .5q�!GJ%&��%� /�*2.51f@ �"*,E�]7!G] �6# 8"*A@A!G]�!m.,Ff�

�"*,E0]o!m@ Ú 6u43� 6u4f]�+-*AFU.,+Kvw!Uvw*,13� 6-8�. q"6-n,n2����/�.2F��
vw*I@"E"+B!2= gl!G17�ä+-6B4o47+-!�!UÝ�4313.±]7q�.513!®+B*2n,6\Fà6-]x8�!U!G@"!G@
6B8�47�"!h/0*�.51f@�= ��# /�*2.,13@"]}.513!K�"*,E0]o!m@®6B8�.�FU13.547!K6-8
Ú �"6\Ff�±.à/�.2F��Iq"+-.,8"!w]oE"q�q0*21o4f]|47�"!x13!Uvw*543!xFP*,vwvhEA�
8"6\FU.�436B*28�]p6-8e4 Ú *�*5t<43�"!K43�"17!G!Z@A6-vw!U8�]76B*28�]|.58�@à43�"!
@A!U+-6-�,!U13�Ü*5t|.5+-+ FU*,8�4713*,+ ]76Bn28�.5+\]U=ä� ��6B1f@å@A6-vw!U8�]76-*,8
FP*2v
vhE"8"6\FU.5476-*,8�]'n,*��I6-.|t·13*,8�4'q0.58"!G+�6-8243!U17��FU13.547!SFU.5�
/"+-!G]G=>J}*I@"!G]S43*,q�*,+-*,n2��13.,8"n,!m]>47�"!G8®t·17*2v Ù ,e�`,��
*5tO.w]o6-8"n2+B!�/�*2.,13@�47* Ù , Ø , Ø *5tl.x]o6-8"n,+-!�FP1f.�43!%43*
� Ø ,Ba ! , Ø , Ø *,tS+-.,17n2!�vx.,Ff�"6-8"!G] Ú �"!U13!�@A*2E"/"+-!
FP1f.�43!G]S.513!�]�4f.,F��2!G@�6-8à47�"!�ÝI��@A6-17!mF¤476-*,8`=

TX

LU INT LUT FPU

Register File
512 x 64 bit

Program and Data Memory  (DDR−SDRAM 256 M ... 1 G)

Microcode

AGU

Disp.

Switch
Queues RX

Instr.
Buffer

Decompr.

DMA

PC MC

b c d ef gh gf ih i
h jf j

b c d ef gh gf ih i
h jf j

0 1 2

4

5

PMA

64

128

128

64

3

k c l m k

64

128

128

128128 128 128

;�6Bn2E"17!®�"=±?>+B*AF��Ü@A6\.5n213.,v *,tp47�"!®.5q�!GJ%&��|� q"17*,�
FP!m]7]7*,1m=

n:Ç@D"ÏOÊoEeÎGF»ÈHpGÒrq�Õ�s_D"ÑmÊ
#}]�.,+B13!G.2@A� ]o43.547!m@�Dh.�+\.513n,!Ü!3A�*21o4���.,]�.5+ Ú .��A]

/0!G!U8 @A!U�2*543!G@�Dl6-8ä43�"!à#%$'&âFP*,+-+\.5/�*,1f.�476-*,8`D`43*�43�"!
@A!U�2!U+-*,q"vw!G824à*5tZ]7*5t 4 Ú .513!e47*I*2+-]à]o*ä47��.54»43�"!ÌFU*A@I�
6B8�n�*5tO]3FP6-!U8�476t40F�q�17*2/"+B!Gvx]}FP*2E"+\@®/0!
.,]}]76-v
q�+B!Z.,8�@
]ovw*I*543�Ü.,]�q�*2]3]o6-/"+-!wt·*,1�47��!xE�]o!G1G=�� ��!�#}$'&W]7*5t 47�
Ú .,17! n,13*,E"q ��.2]å@A!G�,!U+-*,q�!G@:Dà]76B80FP!�43�"! #%$'& �6�$�

u v w x y z

{ | } ~ � �

� � � � � � � � � �

� �

� �

� � �

� � � �

� �

� �

� � �

� � � �

  ¡ ¢

£ £ ¤ ¥ ¦ § ¦
¨ ©
ª«
¬­ ®

;�6-n,E"13! Ù =O� �"!�.,q0!mJ}&��|� .,13Ff��6u43!GF¤43E"13! z =

q�17*,Ö�!GF¤4mD".w;�j|N<�SNp#}Jp��+-6��,!�+-.,8"n,E0.5n,!2DA�R#}jhDA/�.2]o!m@
*28Ü.e@A�I8�.5vw6\FU.5+'n,1f.5vwvx.51m=�� �"!xq�*2]3]o6-/"6-+B6B4���*,t .,8
!m.,]7�e@A!:4�8�6u436B*28�*5tO*2/AÖ�!GFP43]|.58�@e*2q0!G13.547*21p*��,!G17+-*2.2@I�
6-8"n���.,]Ìvx.,@"!¬��#}j .)�2!U13��6-vwq0*21o4f.58�4Ì47*I*,+
t·*,1
43�"!�@A!U�2!U+-*,q"vw!G824>*5tR_<Û�(>M q�17*2n,1f.5vx]l43��.�4 17!G+B�w*28
FU*,vwq"+-!PÝ�@".�4f.Ü]�4317E0F¤47E�17!m]\�s]7q"6B8�*,1mDSa"~}�Üvx.�43176\FP!m]UD
t·!G17vw6-*,8±q"13*,q�.,n2.547*,1f]p!U43F,= ! =�# �,!G17�e+\.513n,!
8IE"vZ/�!U1
*,tK]o*2E"13FU!�FP*A@A!e+-6B8�!G]��0.��,!®/0!G!U8 Ú 136B4o47!G8 6B8)��#}j
/I� ��.5136B*2E�]w!UE"13*,q�!G.,8 n,13*,E"q�] Ú ��*Ü��.��,!®/�!U!U8�E0]��
6-8"ne#}$	& vx.2Ff�"6B8�!G]G=Z? .,F�� Ú .,13@eFU*,vwq�.5476-/"6B+-6B4�����.,]
/�!U!G8±!U8�]7E"13!G@et·*21�.5q�!GJ}&/�%��E�]o!G13]G=Zgl!G17�e+-6B4o47+-!x*,1
8�*%Ff��.,8"n,!m]:6-8�47�"!>]o*2E"1fFP!'FU*I@"!	.580@K.S13!GFP*2vwq"6B+\.�436B*28
Ú 6-+-+2/�!'8"!G!G@A!m@|47*%17E"8�!UÝA6-]o476-8"n}��#}jåq"17*2n,1f.5vx]G=:;"*,1
. Ú 6-@A!G1ZE�]3.5n2!�.�(âFP*2vwq"6B+-!U1h��.,]Z/0!G!U8å@"!U�,!G+B*2q0!m@
t·*21K.5q�!GJ%&��%��D`/�.,]7!G@�*5t>47�"!wq"E"/�+B6\Fx@A*,vx.,6B8[�5+\FUF��
FU*,vwq"6-+B!G1�Þ % ß'Ú 6B47�Ì47��!Y� t·! Ú ! 8"!GFU!G]3]7.,17��!UÝI47!U80]o6-*,8�]
8�!U!G@"!G@ht·*,1'.|q�.,13.,+B+-!U+".,13Ff��6u43!GF¤43E"13!,=R;�6-n,E"13! # ]o�"* Ú ]

The APE Collaboration / Nuclear Physics B (Proc. Suppl.) 140 (2005) 176–182 179

Figure taken from: The apeNEXT project, Nuclear Physics B - Proceedings Supplements Volume 140, March 2005,

Pages 176-182 LATTICE 2004 - Proceedings of the XXIInd International Symposium on Lattice Field Theory

24 / 26



��.5/"+-!K�
_`6B8"!m.51S.5+-n,!G/"1f.Z/�!U8�Ff��vw.,1^�A]

vw.5ÝA6BvhE"v .2]7]7!Uvh/"+-!U1 ( (�. ]o*,ts.58
�I8"*,13v % � < �o'$< � � < � Ù <
TG@"*543F % � < Ù0� < � Ø < Ù�� <

Linux PCLinux PC

I2C

Ethernet

LV
D

S

7th link
interface interface

I2C 7th link
interface

;�6-n,E"13!T%"=O� �"!K.5q�!GJ%&��|� .51fFf�"6B47!mF¤47E�17! zoz =

43�"!�]�4317E0F¤47E�17!x*,t	43�"!�FP*2vwq"6B+\.�436B*28Ü]o*,t 4 Ú .,17!2=�?	*,47�
��#}j�.,8�@w(å]7*,E"1fFP! FP*A@A!m]O.513!>FU*,vwq"6-+B!m@
6B8�47*�.|�"6-n,�
+-!U�2!U+A.,]3]o!GvZ/"+-�KFP*A@A!>6-8w. 4�1f]�4O]o47!Gq:=�#%]7]7!Uvh/"+-�KFP*A@A!
6\]O.5+\]7*K.���.,6B+\.5/�+B!>47*K47�"!pE0]o!G1O/"EA4mDI.2]l6B4 Ú 6B+-+�/�!}FU+B!m.51
6-8±47�"!�t·*,+-+B* Ú 6-8"n�DR6u4 Ú 6B+-+'8"*,4Z/�!�6B8ån,!U8�!U1f.5+l8"!mFP!G]o�
]3.513�x47*x*2/A43.,6B8e/�!G]o4}q�!U17t·*,13vx.58�FU!G]G='# FP13E�FU6-.,+`]�43!Uq
6-8�43�"!�FP*,vwq"6-+-6B8"nhq"13*IFU!G]3]'6\]>q0!G1ot·*217vw!m@�DI6B8»ts.,FP4GDA/I�
43�"!}*2qA476-vw6BTm.�476-*,8xq�17*2n,1f.5v¯�2]o*,ts.58V��=R� �"6\]	q�.,F���.5n2!,D
/�.2]o!m@�*28�43�"!M�2a"#}_A�}jG�à*,qA436Bvw6-TG.5476-*,8Ì47*I*,+��I6u4K@A!U�
�2!U+-*,q�!G@x.�4 z J}N z aA#ZD�Np!U8"8"!m]UD�4f.��,!m]OFU.,17!}*5t:.�8IE"v
�
/�!U1O*,t�6-vwq0*21o4f.58�4']o47!Uq0]lt·*,1O47�"!S*2qA476-vw6BTm.�476-*,8w*,t�43�"!
!UÝI!mFPEA4f.5/"+-!OFP*A@A!29�n,!G8"!U1f.�436B8"n°�,8"*,13vx.5+*�>*,q�!U1f.�476-*,80]UD
13!Uvw*��I6B8�n}@A!G.2@KFP*A@A!2D�!U+-6Bvw6-8�.�436B8�n}E"8"8�!GFP!m]7]3.513��17!Gn5�
6\]�43!U1Svw*��,!m]UDI*2qA476-vw6BTG6B8"nx.2@"@A13!G]3] n,!U8�!U1f.�476-*,8»!P4fF5=-=
;�6B8�.,+B+-��47�"!)�2]o�0.��,!G1K�àq�!U17t·*,13v .e+\.,]o4Z*2qA476-vw6BTm.��

436B*28 ]o47!Gq /I� ]7Ff�"!m@AE"+-6B8�nÌ6-8�]o4713E�F¤436B*28�]x.,]w!m.513+B�¬.,]
q�*2]3]o6-/"+-!,D}.,+B+-*AFU.547!G]�17!Gn,6\]�43!U1f]�.580@�n,!G8"!U1f.�43!G]�FU*,v
�
q"13!G]3]7!G@�!UÝA!GFPE"43.5/�+B!xFP*A@A!2=x#>4�47�"6\]�q0*26B8�4�43�"!xFP*A@A!
FG.58K/�! q�.,]3]o!m@�47*�.%g%Y}M|_»t·E"8�FP476-*,8�.,+I]76-vZE"+\.�43*,1Rt·*,1
q�!U17t·*,13vx.58�FU!�.58�.,+B�A]76-]x*21�!PÝA!mFPEA43!G@�.�t 43!U1à.Ü+B6-8&�2!U1
q"13*AFP!m@AE"13!,=
�R.,/"+-!��
]7�"* Ú ]O43�"!�6Bvwq�*,1743.,8�FP!�*5tR47�"!�*2qA476-vw6BTm.��

436B*28)]�43!Uq)*28 4 Ú *±4��Iq"6\FU.,+}+-6B8"!m.51à.5+-n,!U/�13.±FU.,+-FUE"+\.��
436B*28�]UDm43�"! 8"*,13v�*5t�.%�,!GFP47*21R.580@�47��!	q"13*A@AE�FP4R*5t�4 Ú *

�,!GFP47*213]G= z 8à47�"6\]S4f.5/"+-!�47��!Kvx.�ÝA6BvhE"v q�!U17t·*,13vx.58�FU!
6-] 43�"!�43�"!U*217!U476\FU.5+�q�!U17t·*,13vx.58�FU!�6Bn28"*,136-8"nZ43�"!	��*�.�47�
6B8"nhq0*26B8�4>q"6Bq�!U+-6-8"!%+\.�43!U8�FU�
.,8�@�.,+B+�+B*I*2qx*��,!U13�"!m.,@"]G=
z 4»6\]�6-8�47!U13!G]o476-8"nÜ43��.�4à*,8�FU!e47�0.�4��2]o*,ts.58V�ä6-]�E�]o!m@
47�"!p��6Bn2�
+-!U�2!U+0(¬FP*A@A!Sq�!U17t·*,13vx]<!G]3]o!G8�476\.5+-+B�K+-6��,! 47��!
�"6Bn2�"+-�Ü*,qA436Bvw6-TU!G@ .,]3]7!UvZ/�+B�ÜFP*A@A!2=ä� �"!àv
*�]�4w6-vh�
q0*21o4f.58�4|FU*,vwq"EA436B8"n±�,!G178"!G+`6-8�_<Û�(>M�6\]p43�"!h.,q"q"+-6u�
FU.�436B*28w*5t�43�"!SV�6-+-]7*,8A��M%6B1f.,FT�·6�= !,=�47�"!p@"6-]3FP13!P43!pÛ�(>M
FP*���.5136-.,8�4�@A!G176-��.�436B�2! Ú 6B47��47��!xV�6B+\]o*28Ì47!U13v ! *,8Ü.
]oq"6-8"*21G= z 8x43�"6-]>FU.2]o!2D2!G�,!G8�*,8�.Z+B*AFG.5+�+\.�47476\FP!|]o6-TU!%*5t
��²G, �6# DI6B8 Ú �"6\Ff�».,+B+:]76B47!G]S.,17!|*,8®.h/0*2E"8�@".,17��.,8�@
]o*e@".543.»471f.58�]ot·!U1�6\]�.5+ Ú .��A]|13!Uvw*543!,D:*28"!w*,/A4f.56-8�]�.
]oE�]o43.,6B8�!G@�q�!U17t·*,13vw.,8�FP!l*,tV%$%�< .580@�*,8"+-� Ù <�*,tIq�17*,�
FP!G]3]7*,1 Ú .,6u4lFP�AFU+B!m]U=�� �"6-]<+\.,]o4³4�n,E�17! ]o��* Ú ]:43��.�4O*28"!
��.,]O.,+Bvw*�]�4<t·E"+-+"*��,!G17+\.5qh/0!U4 Ú !G!U8x.5136B47�"vw!P436-F>*2q0!G13.5�
476-*,8�]O.,8�@h8"!P4 Ú *,1K�K.,FP476-��6B476-!G]G=<� �"6-]O17!m]oE"+B4l��.,]</�!U!G8
*,/A4f.56-8"!G@ Ú 6B47�w�,!G17�K]76Bvwq"+-!S�"6-n,�
+B!G�,!G+A*,qA436Bvw6-TG.�436B*28
47136-F��A]l+-6t�2!]�,!G!Uq"6-8"n�n,+-E"*28´40!U+\@"]O+-*AFU.5+�D2��]76u43!G]	.5�"!m.,@
q"17!U�©t·!U43Ff�å.,8�@Ü]7*,vw!�+-*�*2qÜE"8"13*,+-+B6-8"n0=�&O�,!G8Ü�"6-n,�"!G1
q0!G1ot·*217vx.580FP!G] .,17!|*,/A4f.56-8"!G@»*,8»*,q�!U1f.�436B*28�]>+B6��,!|47��!
q"17*A@AE0F¤4%*,t	aA~_�©� ! vw.547136-FU!G]GD06-8 Ú �"6\Ff�®47��!Z8IE"vZ/�!U1
*5tµ��*�.�436B8"n
q�*,6-824 *,q�!U1f.�436B*28�]Oq�!U1 vw!Uvw*217�x.,FGFP!m]7]	6-]
�"6Bn2�"!U1mD Ú �"!G17!|*,8"!�n2!P4 !:2�FP6-!U8�FU6B!m]S.,]>�"6-n,�®.,] # %"<�=
� �"!�*,q�!U1f.�436B8�n ]7�I]o47!Gv *5tå.5q�!GJ%&��|� 6-]�@A6\]��

47136B/"E"47!G@�*,8w43�"!%@A6tAb!U13!U8�4	+\.��,!G13]l*,t:.5q�!GJ}&/�%��= z {,j
17!6�2E�!G]o43]K/�!P4 Ú !U!G8ä8"*A@A!m]h.,17!�vx.,8�.5n2!G@±/I�Ì]7�A]�43!Uv
17*2EA476-8"!G]
!UÝI!mFPEA43!G@å*,8Ü43�"!àFU*,vwq"EA436B8�n�8"*A@A!m]U=ä#}8
z {,jã*,q�!U1f.�476-*,8 43*ä*,1xt·13*,v 47��!et·17*28�4o��!U8�@ $>(át·*21
@".�4f.�/0.,F��IE"q *,1w17!m]�43*,13! Ú 6-+-+Sn,*Ì47�"13*,E�n,�ä43�"!¶'m43�
+B6-8&�w.58�@
43�"!}$>( z 6-8243!U17ts.,FU!,= z 8w47�"6\]'FG.,]7!p.K@".5!Gvw*,8
17E"8�8"6B8�nà*28�43�"!
t·17*28�4o��!U8�@ Ú 6B+-+O@A!P43!GFP4�47�"! z {,j 17!U�
�2E�!G]o4	*,8�47�"!}ts.,]o4	+-6B8&�x.,8�@�]7!U13��6\FP!}6u4 Ú 6u43�"*,EA4>��.5+B4o�
6B8"n�47�"!�8�*I@"!G]G= z {,jÐ*,q�!U1f.�436B*28�]�*,8Ì43�"!�'m43�±+B6-8&�A]UD
6B8åts.,F¤4mD Ú 6-+B+ +-*�*���43*�43�"!®FP*,vwq"E"476-8"n�8"*A@A!m]w.,]Z.,8
*,1f@A6B80.513�»6-8�47!U17��8"*A@A!h@".543.�471f.58�]ot·!U1m=|#�@".,!Uvw*,8�*28
47�"!Zt·17*28247��!G8�@à�I6-.w43�"! z ��(�+-6B8V��D�q�*,+-+B6-8"n�*28®]7q�!GFP6\.5+
17!Gn,6\]�43!U1f]UD Ú 6-+-+�@A!U47!mF¤4}q"13*,n213.,vá��.,+u4}*21}!UÝAFU!UqA436B*28�]G=
z �2( 6\]�.,+-]7*�E0]o!m@¬/I�Ü43�"!�]7�I]o47!Gv 13*,EA436B8�!G]
*,8 47��!
t·17*28247��!G8�@wt·*21	/�*I*543]o471f.5q».58�@�]7�A]�43!Uv 6-8"6u436-.,+B6-TG.5476-*,8:=

The APE Collaboration / Nuclear Physics B (Proc. Suppl.) 140 (2005) 176–182180

Figure taken from: The apeNEXT project, Nuclear Physics B - Proceedings Supplements Volume 140, March 2005,

Pages 176-182 LATTICE 2004 - Proceedings of the XXIInd International Symposium on Lattice Field Theory

25 / 26



Literature I

[1] H. J. Hilhorst, A. F. Bakker, C. Bruin, A. Compagner, and A. Hoogland, Special
Purpose Computers in Physics, Journal of Statistical Physics, Vol. 34, Nos. 5/6,
1984

[2] D.W. Heermann and A.N. Burkitt, Parallel Algorithms of Computational
Science Problems Springer Verlag, Heidelberg 1990

[3] K. Binder and D.W. Heermann, The Monte Carlo Method in Statistical
Physics: An Introduction Springer Verlag, Heidelberg 1988

[4] D.W. Heermann, Computer Simulation Methods in Theoretical Physics,
Springer Verlag, Heidelberg 1986

[5] A.Hoogland, J. Spaa, B. Selman, and A. Compagner, J. Comput. Phys. 51, 250
(1983)

[6] R.Pearson, J.L. Richardson, and D. Toussaint, J. Comput. Phys. 51, 241 (1983)

[7] D.J. Auerbach, A.F. Bakker, T.C. Chen, A.A. Munshi, W.J. Paul, Mat. Res.
Soc. Symp. Proc. 63, 219 (1985)
D.J. Auerbach, W. Paul, A.F. Bakker, C. Lutz, W.E. Rudge, and F.F.
Abraham, J. Phys. Chem. 91, 4881-4890 (1987)

[8] Jean-Marie Normand, PERCOLA : A Special Purpose Programmable 64-Bit
Floating-Point Processor, Proceeding, ICS ’88 Proceedings of the 2nd
international conference on Supercomputing ACM New York, NY, USA 1988

26 / 26


	Special-Processor Machines
	From Vector to Multi-Processor Machines
	Literature

